
This contribution examines the ongoing debate concerning the role of artificial intelligence in education 
(AIEd), and focuses on the challenges and opportunities posed by the new technologies in the EU. The future 
perspectives of AIEd in the EU encompass a broad spectrum of ethical, regulatory, educational, and societal 
considerations, reflecting a proactive and multifaceted approach to addressing the new emerging context. 
The paper also visualizes the intellectual map of the European academia engaged in AI-related research 
through bibliometrics, revealing the main topics and gaps in the current debate. The scrutiny reveals a lack 
of documented practical case studies to support education professionals, while the current debate focuses 
mostly on ethical and regulatory issues. 

Questo contributo esamina il dibattito in corso riguardante il ruolo dell’Intelligenza Artificiale nell’Educa-
zione (AIEd) e si concentra sulle sfide e le opportunità poste dalle nuove tecnologie nell’UE. Le prospettive 
future dell’AIEd nell’UE comprendono un ampio spettro di considerazioni etiche, normative, educative e 
sociali, riflettendo un approccio proattivo e poliedrico al nuovo contesto emergente. Il documento visualizza 
anche la mappa intellettuale dell’accademia europea impegnata nella ricerca legata all’IA attraverso la bi-
bliometria, rivelando i principali argomenti e le lacune nel dibattito attuale. L’analisi rivela una mancanza di 
studi di caso pratici documentati a supporto dei professionisti dell’educazione, mentre l’attuale dibattito si 
concentra principalmente su questioni etiche e normative. 
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1. Introduction

The Coordinated Plan on Artificial Intelligence (AI), is-
sued by the European Commission (EC, 2021) in-
cluded as its main goal promoting the application of 
a European approach to AI and creating global lead-
ership in human-centered AI. The plan proposes a se-
ries of joint actions for all member states on how to 
develop this leadership, including accelerating invest-
ments in AI technologies, implementing strategies 
and programs in a timely and full manner, aligning AI 
policies to address global challenges and removing 
fragmentation. The document also suggests that it is 
necessary to gradually increase public and private in-
vestments in AI until reaching a total of 20 billion 
euros per year over the next decade. Furthermore, the 
EU is actively addressing the risks associated with AI 
in education (AIEd) through its proposals of regula-
tory measures, emphasizing the need for ethical and 
legal frameworks, and promoting transparency and 
governance. The main purpose of these guidelines 
(EC, 2022) regards the use of AIEd by the application 
of ethical frameworks for the safe and responsible use 
of data in teaching and learning. These guidelines aim 
to ensure that teachers understand the potential that 
AI and big data can have in education, while being 
aware of the associated risks. As a further matter, they 
intend to provide practical examples of how AI is cur-
rently being used to support teaching and learning. 
These efforts are consistent with the EU’s broad vision 
of using AI for the benefit of society and protecting 
fundamental rights, and member states aim to ensure 
that the use of AI benefits individuals and contributes 
to more inclusive societies (Zalite & Zvirbule, 2020). 
The EU AI Act proposes measures to ban AI systems 
that manipulate individuals through subliminal tech-
niques or exploit the vulnerability of certain groups, 
thus potentially causing harm (Franklin et al., 2022). 
Additionally, the EU has emphasized the need for ro-
bust ethical and legal frameworks to safeguard funda-
mental rights while promoting public and private 
investments in AI technology and preparing for socio-
economic changes (Katuli , 2021). The EU’s approach 
aligns with the vision of preparing society for the 
widespread use of this paradigm-shifting technology, 
as outlined in reports by the European Parliament and 
the UK House of Commons (Cath et al., 2017). 

In the context of education, the EU’s focus on AI 
regulation extends to ensuring that AI-based deci-
sions, such as those affecting access to education or 
educational opportunities, are explainable and trans-
parent to protect individuals from potential adverse 
effects (Khan et al., 2022). Additionally, European uni-
versities are considering the impact of game-changing 
technologies on primary and secondary education, 
mostly aiming to develop competent pre-service 
teachers who align with high-level policy guidelines 
(Lozano & Blanco, 2023; Moral-Sánchez et al. 2023). 
The EU’s efforts to govern AI, as reflected in the AI Act, 
mark a significant step in addressing the governance 
of these innovative tools, including their application 
in education (Niet et al., 2021; Schmid et al., 2022). The 
EU’s engagement in passionate debates and policy de-
velopment since 2016 underscores its commitment to 
facilitating the socially beneficial development and 
use of AI while mitigating associated risks (Ulnicane, 

2022). Also, the EU recognizes the transformative po-
tential of AI and machine learning also in healthcare 
and emphasizes the importance of effective gover-
nance to ensure patient safety and public trust, a prin-
ciple that can be extended to educational settings as 
well (Gilbert et al., 2023). 

2. The rise of Artificial Intelligence in the learning
landscape

The integration of AIEd is being driven by heavy in-
vestments from private companies and public-private 
partnerships, highlighting the increasing importance 
and potential of AI advancements in educational set-
tings. Europe has made substantial efforts, with re-
ports indicating that the continent spent up to 700 
million euros on AI for robotics and public-private 
partnerships (Wang et al., 2021). Additionally, the Eu-
ropean research and innovation funding program, 
Horizon Europe, has prioritized AI as one of the key 
enabling technologies (Lova et al., 2021; Ahern et al., 
2022). Furthermore, the European Union High-Level 
Expert Group on Artificial Intelligence (AI-HLEG) has 
provided policy and investment recommendations for 
trustworthy AI, paving the way for a comprehensive, 
risk-based policy framework in Europe (Pelta et al., 
2020). 

The landscape of AI applications in education is di-
verse, ranging from personalized learning platforms 
to smart tutoring systems. For example, adaptive 
learning technologies use AI algorithms to tailor edu-
cational content to individual students’ needs 
(Bozkurt at al., 2021), allowing for a more customized 
and effective learning experience. Furthermore, AI-
powered grading systems can provide instant feed-
back to students (Calatayud et al., 2021), allowing for 
timely interventions and a better understanding of 
their progress. These examples illustrate how AI tech-
nologies revolutionize the traditional education sys-
tem by offering dynamic and adaptive learning 
solutions. Similarly, the rise of AIEd promises not only 
to transform teaching and learning processes but also 
reshape administrative tasks (Gualdi & Cordella, 2021). 
Indeed, AI tools are capable to automate administra-
tive duties, such as scheduling, data analytics, and 
overall school management, streamlining processes, 
and monitoring students’ attendance (Abgarayan, 
2023). By leveraging AI for administrative functions, 
educational institutions can allocate more time and 
resources to improving the quality of education de-
livery and student support services, ultimately creat-
ing a more conducive learning environment for all 
stakeholders involved. 

3. Which concepts are driving the debate on the
academic level?

To pinpoint the foremost publications within the EU 
member states it is necessary to construct a biblio-
graphic inventory through the extraction of data from 
trustworthy databases that provide sophisticated re-
finement parameters. Consequently, Scopus was se-
lected due to its well-known precision in filtering 
functionalities and transferable result examination. 
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The terms “artificial intelligence” AND “education” 
were concurrently scrutinized in title-abstract-key-
words, limited to journals in English within the tem-
poral boundary of 2020-2024. The database in question 
is included in SJR indices and, owing to their effica-
cious attributes for categorizing specific outcomes, it 
furnishes a spectrum of alternatives for the acquisi-

tion of relevant titles in diverse formats conducive to 
subsequent bibliographic scrutiny. The conceptual 
formulations “artificial intelligence” AND “education” 
were input into the search interface enclosed within 
double quotation marks with the intent to capture the 
bi-lexical phrase in its entirety. All filtering criteria are 
illustrated in Table 1. 
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Table 1. Filtering criteria applied to the search in Scopus. 

“Artificial Intelligence” AND 
“Education” 
{title-abstract-keywords}

Filtering criteria Records selected

SCOPUS 
Items returned = 24,312

TIMESPAN 2020 – 2024

496

SOURCE TYPE Journal article

SUBJECTS Social Science

LANGUAGE English

PUBLICATION STAGE Final & In Press

COUNTRIES Only EU Member States

Scopus results were afterward processed, accord-
ing to the following steps to generate the keywords 
visualization in Figure 1: 

 
1. The list of records was refined and extracted from 

Scopus in text format (*.csv). 
2. The text format file (*csv) was submitted to the 

txt2pajek.exe mapping algorithm (van Eck & Walt-

man, 2010) and processed to generate a Pajek 
(*net) file. 

3. A Pajek (*.net) file was saved and then imported 
into the social network analysis tool NetDraw. 

4. In NetDraw, a selection of node centrality mea-
sures based on Degree Centrality was calculated 
to identify the keyword relatedness in the co-cita-
tion network. 

!

Figure 1. Map showing keywords associated with the 496 records retrieved from Scopus. Symbol value based on Degree 
Centrality: Circle in a Box = 27; Circle = 11; UpTriangle = 8; DownTriangle = 6; Box = 5; Diamond = 4; Square = 3; Plus = 2.



The association of keywords with scholarly articles, 
be it through author-assigned or indexed terms, con-
stitutes the predominant method for identifying pub-
lications within a specified theme or academic 
discipline. Among the plethora of bibliometric 
methodologies available—such as co-citation and co-
authorship analyses—the technique of keyword co-
occurrence stands as one of the most dependable in 
unveiling the latent semantic architecture inherent in 
a corpus of scholarly work (Zhao et al., 2018). The pro-
cess of delineating topics by examining a curated col-
lection of papers risks neglecting the pervasive 
associations among particular key concepts and may 
overlook the manner in which semantic linkages forge 
connections between terms and ideas within an en-
compassed discipline. Conversely, the recurrent shar-
ing of key terminologies amongst a community of 
scholars might disclose an underlying conceptual 
framework that is often more consistent than what 
might be inferred from mere observation of topical 
trends. Within network-centric bibliographic analysis, 
keywords themselves can function as nodes; thus, any 

metrics employed for appraising nodes and their in-
terconnections are effectively transformed into mea-
sures for assessing keyword prominence. 

Degree Centrality is a metric that quantifies the 
prominence of a node within a network by counting 
the number of ties that connect it to other nodes. In 
the context of a directed network (where connections 
have arrows indicating their direction), this attribute 
can be bifurcated into two distinct measurements: In-
Degree, which gauges the quantity of inbound links 
to a node, and OutDegree, which measures the num-
ber of outbound links from a node. When these prin-
ciples are applied to a bibliometric network, the 
orientation of an arrow signifies citation directional-
ity—indicating which author has cited whom. A dou-
ble-headed arrow implies mutual citations between 
authors. As depicted in Figure 2, each node is anno-
tated with its respective number of connections to ad-
jacent nodes, and it is this count that intrinsically 
determines its hierarchical standing within the net-
work. 
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Figure 2. Visual representation of Degree Centrality.

Within the realm of bibliometrics, Degree Central-
ity is operationalized such that the frequency with 
which a keyword co-occurs with others (evidenced by 
the number of ties) elevates its rank or node weight 
within the network. Keywords attaining the highest 
ranks are those exhibiting the most extensive inter-
linking (ties) across the entire keyword landscape. 
Typically, these top-tier keywords mirror the principal 
subjects encapsulated by the curated selection of 
publications.  

By selecting the publications sponsored by the Eu-
ropean Commission, we reduced the initial sample of 
496 papers to 32 titles which return a different set of 
keywords, as depicted in Figure 3. This network may 
better highlight what EU funding is prioritizing. 
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4. The debate in the EU: main topics and gaps

Differently from what the keyword map may suggest, 
examining the most cited publications returns a sce-
nario that is not centered on the implementation of 
AI solutions in classrooms. Contrary to what ex-
pected, not even the keywords Industry 4.0, Sustain-
ability and Machine Kearning are associated with 
scenarios of practical case studies. Indeed, the current 
debate emphasizes the need to ensure a trustworthy 
AI framework, as highlighted in the EU’s reports, 
which underscore the importance of promoting pub-
lic and private investments in AI, researching socio-
economic changes, and establishing an ethical and 
legal framework to protect fundamental rights (Katuli , 
2021). As way of example, the EU’s sponsorship and 
support, along with initiatives from bodies such as the 
German chambers of commerce, have been instru-
mental in driving the implementation of VET in Eu-
rope (Rodríguez & Stendardi, 2023). However, 
concerns have been raised regarding data privacy and 
security in the context of AI implementation in edu-
cation, as these systems rely on large volumes of stu-
dent data for analysis and personalization (Kamalov et 
al., 2021). Nevertheless, there is a growing advocacy 
for the implementation of robust AI methodologies 
to uncover relationships among student learning vari-
ables and address issues related to graduate out-
comes and student learning attributes in higher 
education (Deo et al., 2020). Competence-based cur-
ricula and qualifications are increasingly becoming 
strategic points in the agendas of national VET re-
forms, aiming to modernize VET curricula, improve ac-
cess to learning, and enable progression through 
qualification levels (T tlys & Spöttl, 2017; Gordon, 
2015). VET has the potential to play a transformative 
role in reducing CO2 emissions and improving the 
energy efficiency of buildings across Europe, con-
tributing to the broader societal and environmental 
goals (Clarke et al., 2020). Furthermore, the attractive-
ness of vocational training, as set in the Europe 2020 

strategy, can be enhanced through a positive image of 
the VET sector (T tlys et al., 2018). The European finan-
cial crisis has sparked a new enthusiasm for dual VET 
in Europe, with a focus on increasing the number of 
young people attaining post-compulsory educational 
qualifications and improving their employment op-
portunities (Pozo-Llorente & Vilches, 2020; Š epanovi  
& Artiles, 2020). The inclusion of vulnerable groups in 
VET has been a crucial focus, with efforts being made 
to promote equity and inclusion, particularly for indi-
viduals with a migration background or special edu-
cation needs (Scharnhorst & Kammermann, 2020). The 
development of pedagogical competencies is also 
highlighted as a key objective in the implementation 
of competence-based VET curriculum reforms (Tac-
coni et al., 2021). The transferability of VET systems is 
a central issue within international comparative VET 
research, emphasizing the need for close cooperation 
between stakeholders and shared awareness for suc-
cessful VET transfer (Li & Pilz, 2021; Honchar, 2022). 
Overall, the implementation of AI in VET presents op-
portunities for innovation and improvement in edu-
cation, but it also requires careful consideration of 
ethical, privacy, and security concerns, as well as the 
need for inclusive and competency-based ap-
proaches. 

The need for explainable AI and its relevance in 
adverse decisions affecting EU citizens is also under-
scored in European law, reflecting the emphasis on 
transparency and accountability in AI systems (Khan 
et al., 2022). Additionally, the scarcity of case studies 
suggesting real applications for AI in the public edu-
cation within the European scenario is a point of con-
cern, indicating a gap between AI’s rapid progress and 
the technical stasis in education (Renz et al., 2020). The 
potential of AI to positively impact student success 
and enhance the learning needs of students was al-
ready recognized before it became a buzzword (Khare 
et al., 2018; How & Hung, 2019), while nowadays there 
is a growing discussion about introducing AI knowl-
edge to K-12 students, attracting a wide range of stake-

!
Figure 3. Keyword network extracted by the EU-sponsored publications.



holders and resources for school curriculum develop-
ment (Dai et al., 2022). Additionally, the potential for 
AI to be integrated into technology education for mid-
dle school students is being explored, with deep im-
plications for the curriculum (Park & Kwon, 2023). The 
impact of AI implementation in higher education is 
currently being studied on a theoretical level, with as-
sumptions indicating that AI plays an efficient role in 
providing better education quality services and prac-
tical learning/teaching approaches for a better future 
career (Slimi, 2021). Likewise, the role and challenges 
of education for responsible AI are also being dis-
cussed, emphasizing the need for reform of tradi-
tional education systems in response to the social 
transformation brought about by this new technology 
(Dignum, 2021). There is also a call to integrate the 
learning of ethics alongside technical skills in AI 
courses and pathways, reflecting a growing awareness 
of the societal impacts of AI systems (Krakowski et al., 
2022). 

 
 

5. Impact on Teachers’ Digital Skills 
 

In the European context, the European Commission’s 
Joint Research Centre (JRC) has highlighted the need 
for empirical evidence and case studies to inform pol-
icy decisions and investments in educational technol-
ogy, including AI. The JRC’s report on “Artificial 
Intelligence in Education” (Tuomi, 2018) emphasized 
the importance of showcasing successful AI applica-
tions in education through case studies to build con-
fidence and understanding among stakeholders. To 
address the scarcity of case studies, it is essential for 
researchers, educational institutions, and edtech 
companies to collaborate on documenting and dis-
seminating successful AI implementations in educa-
tion. This could involve conducting in-depth case 
studies that capture the implementation process, 
challenges faced, and outcomes achieved. Addition-
ally, professional organizations and educational net-
works can play a crucial role in facilitating the sharing 
of case studies and best practices in AI integration in 
education. The integration of AIEd will significantly 
impact teachers’ digital skills and professional growth. 
As AI technologies permeate educational settings, 
teachers are required to adapt to new tools and 
methodologies to enhance their teaching practices. 
For instance, AI-powered platforms can assist educa-
tors in analyzing student performance data, providing 
insights to tailor lesson plans according to individual 
student needs. This shift towards data-driven deci-
sion-making not only necessitates teachers to be pro-
ficient in using AI tools but also to interpret and apply 
the generated data effectively in the classroom. In ad-
dition, the incorporation of AIEd is fostering the need 
for continuous professional development among 
teachers to stay abreast of technological advance-
ments. Workshops and training sessions focusing on 
AI applications in education will likely to become 
prevalent to equip educators with the necessary skills 
to leverage AI tools effectively. Many platforms al-
ready offers resources and consulting services to ed-
ucators, facilitating the implementation of AI in 
teaching practices. These initiatives are not only en-
hancing teachers’ digital competencies but also em-

powering them to create engaging and personalized 
learning experiences for students. By embracing AI 
technologies, teachers can establish a more interac-
tive and adaptive learning environment that caters to 
diverse student needs, ultimately improving educa-
tional outcomes. 

 
 

6. Ethical Considerations in AI Education 
 

The rapid advancement of AI applications in higher 
education has sparked a critical discussion surround-
ing the ethical implications and risks associated with 
these technologies. Institutions are now under pres-
sure to establish comprehensive frameworks for eth-
ical governance in AI education to navigate the 
complex landscape of integrating this advanced tech-
nology responsibly. For example, the use of AI-pow-
ered proctoring systems in online exams raises 
concerns about privacy invasion and algorithmic bias, 
prompting educators to critically assess the ethical 
ramifications of such tools. 

Consequently, as AI continues to permeate educa-
tional environments, researchers emphasize the sig-
nificance of ethical considerations to maintain 
transparency, fairness, and accountability. By incorpo-
rating ethical principles into the design and deploy-
ment of AI systems, educators can ensure that 
students’ rights and well-being are protected while 
leveraging the benefits of AI technologies in educa-
tion. For instance, the implementation of AI-driven 
adaptive learning platforms necessitates thoughtful 
consideration of data privacy, algorithmic trans-
parency, and the potential impact on student auton-
omy to uphold ethical standards in educational 
practices. 

 
 

7. European Union’s Initiatives in AI for Education 
 

The EU is at the forefront of investing in AI to bolster 
Europe’s competitiveness in the education sector. This 
strategic investment is evident in programs like Hori-
zon Europe and Digital Europe, which commit 1 bil-
lion annually to AI initiatives, emphasizing the 
importance of this disrupting technology in shaping 
the future of education. The EU’s dedication to AIEd 
is further highlighted by the Recovery and Resilience 
Facility, which allocates 134 billion to digital ad-
vancements, with a focus on positioning Europe as a 
global leader in AI. These substantial financial com-
mitments underscore the EU’s recognition of AI as a 
transformative force in education, driving innovation 
and progress in the sector. 

Furthermore, the European Commission’s proac-
tive approach involves collaborating with member 
states to formulate policies and investments that ele-
vate the standards of AIEd. By aligning national strate-
gies and fostering cooperation, the EU is 
strengthening its position as a hub for AI excellence, 
paving the way for groundbreaking advancements in 
learning technologies. The EU’s emphasis on a 
human-centric AI framework underscores its commit-
ment to ethical and responsible AI practices in edu-
cation, ensuring that learners benefit from inclusive 
and equitable educational experiences. Through 
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these collaborative efforts and strategic investments, 
the EU is poised to lead the way in harnessing the full 
potential of AI to enrich and transform educational 
landscapes across the continent. 

In April 2018, in response to a request from the Eu-
ropean Council to present a European approach to AI, 
the European Commission presented its AI strategy in 
the “Artificial Intelligence for Europe” (Pourzolfaghar 
et al., 2023). Additionally, the European Commission 
established an independent High-Level Expert Group 
on Artificial Intelligence (AI HLEG) in June 2018 to ad-
dress the increasing ethical questions raised by AI 
technology (Smuha, 2019). It also reported that the EU 
utilized courses and resources online to nurture pop-
ulation-wide AI literacy, rather than designating stu-
dents or subjects at specific school levels (Chiu et al., 
2022). This approach indicates a concerted effort to 
democratize AIEd and make it accessible to a wider 
population. 

Therefore, the European education system is also 
focusing on ethical considerations in AIEd. The Euro-
pean Commission’s ethical guidelines establish ethi-
cal principles based on the recognized fundamental 
rights that future AI systems need to adhere to in 
order to be recognized as trustworthy (Katuli , 2021). 
This emphasis on ethical guidelines reflects a commit-
ment to ensuring that AIEd in European schools aligns 
with ethical standards and respects fundamental 
rights. 

In summary, the European education system is re-
sponding to the integration of AIEd through the de-
velopment of AI strategies, ethical guidelines, and 
efforts to democratize AI literacy. There is a growing 
recognition of the importance of AIEd in primary and 
secondary schools, with a focus on making AI knowl-
edge accessible and optimizing the effectiveness of 
AI-based approaches. 

8. Leveraging AI for Inclusive Education

UNESCO underscores the significance of a human-
centered approach to AIEd, aiming to tackle dispari-
ties and promote inclusivity. By leveraging AI, 
educational institutions can enhance human capabil-
ities, safeguard human rights, and facilitate efficient 
collaboration between humans and machines, con-
tributing to sustainable development. For instance, AI-
powered adaptive learning platforms can provide 
personalized educational experiences to students 
with diverse learning needs, ensuring that each 
learner receives tailored support to reach their full po-
tential. The EU’s focus aligns with the potential of AI 
to contribute to changing education through person-
alized approaches, automation of administrative tasks, 
and intelligent use of data to support students (Hi-
nojo-Lucena et al., 2019). Furthermore, the EU’s vision 
for AI, as outlined in the Artificial Intelligence Pack-
age, includes a general approach for AI and a proposal 
for dedicated regulations, demonstrating a compre-
hensive strategy for integrating AI into various sectors, 
including education (Niet, 2022). Additionally, AI can 
provide access to better learning opportunities for 
marginalized groups, such as people with disabilities 
and those living in isolated communities, aligning 
with the EU’s goal of promoting inclusive education 

(Göçen & Aydemir, 2020). Moreover, AIEd has been 
recognized as advantageous, facilitating teaching and 
contributing to the quality of education (Dergunova 
et al., 2022). Therefore, the integration of AI in educa-
tion can bridge gaps in access to quality learning op-
portunities, especially for marginalized groups. By 
leveraging AI technologies, educators can design in-
clusive learning environments that cater to the indi-
vidual needs of all students, regardless of their 
backgrounds or abilities. For example, AI-driven assis-
tive technologies can empower students with disabil-
ities by providing them with customized tools and 
resources to aid their learning process, thereby fos-
tering a more equitable educational landscape. 

Additionally, partnerships play a pivotal role in har-
nessing the power of AI to promote inclusive educa-
tion practices. Collaborative efforts between 
educational institutions, technology developers, and 
policymakers can drive innovation in creating AI so-
lutions that address specific challenges faced by di-
verse student populations. By working together, 
stakeholders can ensure that AI advancements in ed-
ucation are ethically sound, culturally sensitive, and 
designed to benefit learners from all socio-economic 
backgrounds, ultimately contributing to the reduction 
of educational inequalities. 

9. What is the future perspective of AIEd in the Eu-
ropean Union?

The perspectives of AIEd in the EU for the future are 
multifaceted and encompass various dimensions, in-
cluding ethical, regulatory, educational, and societal 
considerations. The European Commission has been 
proactive in formulating an AI strategy and establish-
ing ethical guidelines to promote the responsible and 
trustworthy use of AI (Derave et al., 2022). This ap-
proach is aimed at fostering consumer confidence in 
AI products and harmonizing their adoption across 
the EU (Coppola et al., 2021). Additionally, the EU’s ap-
proach to Responsible AI (RAI) has been subject to 
scrutiny by law and policy scholars, highlighting the 
need for ongoing evaluation and refinement of AI 
governance frameworks (Minkkinen et al., 2022). The 
European Union’s emphasis on specific AI in digital 
education plans reflects a practical and applied per-
spective, aligning with recommendations for future 
educational initiatives (Bellas et al., 2022). Further-
more, the EU’s focus on ethical AI and participatory 
design of learning environments underscores a com-
mitment to ethical considerations and the implica-
tions of AI in educational settings (Chounta et al., 
2021). 

From a regulatory standpoint, the EU has been ac-
tively engaged in addressing ethical and safety con-
cerns related to AI, particularly in sectors such as 
healthcare and medical imaging (Pesapane et al., 
2018). The EU’s efforts to ensure consistency with ex-
isting Union legislation and protect fundamental 
rights in the context of AI regulation demonstrate a 
forward-looking approach to AI governance (Ce-
faliello & Kullmann, 2022). Along with this, the EU’s 
commitment to a human-centric and trustworthy ap-
proach to AI reflects a proactive stance in addressing 
the societal and ethical implications of AI (Derave et 



al., 2022). In the context of education, the EU’s focus 
on AI literacy and the development of AI curriculum 
for high schools underscores a commitment to 
preparing future generations for the AI-driven digital 
era (Bellas et al., 2022). 

10.Conclusion

This comprehensive analysis of AI integration in Eu-
ropean education suggests a promising but complex 
future. On the one hand, AI is poised to transform the 
educational landscape significantly, providing more 
personalized and adaptive learning experiences for 
students. The ability of AI to personalize instruction, 
provide real-time feedback, automate administrative 
tasks, and even potentially reduce educational dispar-
ities, positions it as a critical tool for enhancing edu-
cation at all levels. The emphasis on continuous 
professional development among teachers also sug-
gests that the future of education will necessitate ed-
ucators who are not only subject-matter experts but 
also technological facilitators. This will reasonably 
lead to a deep overhaul in teacher training programs 
and a revision of upskilling and reskilling needs for 
in-service educators. On the other hand, the integra-
tion of AI into education presents significant chal-
lenges related to ethics, privacy protection, 
governance regulation, and legislative measures 
which have all been underscored in this analysis. En-
suring transparency in AI decision-making processes 
within an educational context is emphasized as being 
crucial. While the potential benefits of integrating AI 
into European education are vast, substantial efforts 
regarding ethical considerations and regulatory mea-
sures must be made consistently by all stakeholders 
involved: policymakers, educators, families, students, 
and private entities alike. In conclusion, while there is 
growing interest in integrating AI into European class-
rooms, there are challenges that need to be ad-
dressed, including the lack of case studies focusing 
on daily integration, the need for teacher training, and 
the critical questions and potential obstacles associ-
ated with this technological shift. 
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